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Abstract

We implement a novel approach to derive investor sentiment from messages posted on

social media before we explore the relation between online investor sentiment and intra-

day stock returns. Using an extensive dataset of messages posted on the microblogging

StockTwits, we construct a lexicon of words used by online investors when they share

opinions and ideas about the bullishness or the bearishness of the stock market. We

demonstrate that a transparent and replicable approach significantly outperforms stan-

dard dictionary-based methods used in the literature while remaining competitive with

more complex machine learning algorithms. Aggregating individual message sentiment

at half-hour intervals, we provide empirical evidence that online investor sentiment

helps forecast intraday stock index returns. After controlling for past market returns,

we find that the first half-hour change in investor sentiment predicts the last half-hour

S&P 500 index ETF return. Examining users’ self-reported investment approach, hold-

ing period and experience level, we find that the intraday sentiment effect is driven by

the shift in the sentiment of novice traders. Overall, our results provide direct empirical

evidence of sentiment-driven noise trading at the intraday level.
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1. Introduction

Since the pioneering work by Antweiler and Frank (2004) and Das and Chen (2007) on the

predictability of stock markets using data from Internet message boards, a growing number

of researchers have tried to “explore” the Web to provide forecasts for the financial markets.

However, until now, empirical studies have provided mixed results (Nardo et al., 2015).

One of the many challenges faced by academics and practitioners in this field concerns the

methodology used to automatically convert a qualitative variable—a message, a blog post,

or a tweet—into a quantitative sentiment variable.

Two main methods are used for textual sentiment analysis in finance: dictionary-based

approaches and machine learning techniques (see Kearney and Liu (2014) and Das (2014) for

surveys of methods and models). Whereas dictionary-based methods that use the Harvard-

IV dictionary or the Loughran and McDonald (2011) dictionary (LM hereafter) are widely

used in the literature to measure sentiment in articles published in traditional media (Tet-

lock, 2007; Tetlock et al., 2008; Engelberg et al., 2012; Dougal et al., 2012; Garcia, 2013),

textual sentiment analysis of user-generated content published on the Internet mainly re-

lies on machine learning algorithms (Antweiler and Frank (2004), Das and Chen (2007),

Sprenger et al. (2014b), Leung and Ton (2015), Ranco et al. (2015)). Although each method

has its own advantages and limits, as we will discuss later, one simple reason that explains

the predominance of machine learning techniques to quantify individual messages posted

on message boards and social media is the absence of a field-specific dictionary. Messages

published by online investors on the Internet are usually shorter and less formal than content

published on traditional media, making the correct classification of tone difficult (Loughran

and McDonald, 2016). Nonetheless, as stated by Nardo et al. (2015), “a good text clas-

sifier for a financial corpus is a good avenue for future research,” as it could facilitate the
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comparability and enhance the replicability of previous findings.

In this paper, we first implement a novel approach to construct a lexicon of words used

by investors when they share ideas and opinions about the bullishness or bearishness of the

stock market on social media. Following Oliveira et al. (2016), we use a subset of 750,000

messages already tagged by online investors as bullish (positive) or bearish (negative) to

automatically construct a field-specific weighted lexicon (L1 hereafter). We also develop

a field-specific non-weighted lexicon (L2 hereafter) by examining and classifying manually

all words that appear at least 75 times in the sample, adopting a methodology close to

Loughran and McDonald (2011). Then, we use L1 and L2 to derive sentiment in a subset

of 250,000 tagged messages, and we compare the out-of-sample classification accuracy with

three baseline methods: a dictionary-based approach using the LM dictionary (B1 hereafter),

a dictionary-based approach using the Harvard-IV dictionary (B2 hereafter) and a supervised

machine learning algorithm using a maximum entropy classifier (M1 hereafter). We find that

L1, L2 and M1 significantly outperform the standard dictionary-based approaches B1 and

B2. Thus, the results confirm Kearney and Liu (2014) conclusion about the need to construct

more authoritative and extensive field-specific dictionaries in order to enhance replicability

and facilitate future work in the area.

Then, we examine the relation between online investor sentiment and intraday stock

returns using an extensive dataset of nearly 60 million messages published by online investors

over a five-year period, from January 2012 to December 2016. We compute five distinct

intraday investor sentiment measures by aggregating the sentiment of individual messages

posted on the microblogging platform StockTwits at half-hour intervals. We follow Heston

et al. (2010) by dividing each trading day into 13 half-hour trading intervals, and we reassess

the intraday sentiment effect documented by Sun et al. (2016). We find that when investor
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sentiment is computed using L1, L2 and M1, the first half-hour change in investor sentiment

helps predict the last half-hour S&P 500 index ETF returns. After controlling for the lagged

market return and the first half-hour return, we find that first half-hour change in investor

sentiment remains the only significant predictor of the last half-hour market return. In

contrast, the predictability disappears when sentiment is computed using B1 or B2.

Analyzing users’ self-reported information on their investment approach (technical, fun-

damental, momentum, value, growth or global macro), holding period (day trader, swing

trader, position trader or long-term investor) and experience level (novice, intermediate or

professional), we construct intraday investor sentiment indicators for each group of users. We

find that the intraday sentiment effect is mainly driven by the shift in the sentiment of novice

traders. Implementing a trading strategy using the change in novice traders’ sentiment as a

trading signal to buy (sell) the S&P 500 ETF during the last half-hour of the trading day

before selling (buying) it at market close, we demonstrate that a sentiment-driven strat-

egy delivers a significantly higher risk-adjusted performance compared to baseline strategies

(momentum, long-only, first half-hour and random strategies). Overall, the present results

provide empirical evidence of intraday sentiment-driven noise trading and are consistent with

the behavior of day traders.

The paper is structured as follows. Section 2 presents briefly the theoretical literature on

stock market predictability and reviews the nascent empirical literature on financial market

forecasting using data from the Internet. Section 3 describes the StockTwits platform and

gives details about the data. Section 4 reviews the differences between dictionary-based

methods and machine-learning techniques and compares the classification accuracy of L1

and L2 with other baseline methods used in the literature. Section 5 explores the relation

between online investor sentiment and intraday stock returns. Section 6 concludes and
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discusses further research.

2. Literature review

Two main elements can explain why messages posted by investors on the Internet could

give rise to periods of departure from the efficient market hypothesis.1

First, given the tremendous increase in the flow of textual content published every day on

the Internet, we may wonder whether value-relevant information about fundamental stock

prices could be identified and exploited by traders able to process information and trade

quickly. This situation would be consistent with the Grossman and Stiglitz (1980) frame-

work of market efficiency, in which small excess returns simply represent the compensation

for investors who spend time and money to continuously monitor a wide variety of informa-

tion sources. Developing and maintaining infrastructures and algorithms to analyze billions

of messages posted on the Internet every day has a cost, and an albeit low level of pre-

dictability can be viewed as a financial reward that helps to solve the fundamental conflict

between the efficiency with which markets spread information and the incentives to for

acquiring information. Nonetheless, this value-relevant information should be short-lived,

as fast-moving traders will compete to take advantage of any existing anomalies. Testing

this hypothesis empirically would thus require combining intraday stock market data with

high-granularity time-stamped textual data. However, except for rare exceptions (see, for

example, Groß-Klußmann and Hautsch (2011)), empirical studies on the price impact of

textual information using intraday data are still very scarce.

Second, studies in behavioral finance argue that stock prices may deviate temporarily

1 In the sense of Jensen (1978), “a market is efficient with respect to information set θt if it is impossible
to make economic profits by trading on the basis of information set θt”.
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from their fundamental values in the presence of sentiment-driven noise traders with erro-

neous stochastic beliefs (De Long et al., 1990) and limits to arbitrage (Pontiff, 1996; Shleifer

and Vishny, 1997). According to Baker and Wurgler (2007), the question is no longer whether

investor sentiment affects stock prices, but how to measure investor sentiment and quantify

its effects. Various proxies have been used in the literature, and a significant degree of

stock return predictability has been identified using investor sentiment proxies from surveys

(Brown and Cliff, 2005), market data (Baker and Wurgler, 2006) or traditional media content

(Tetlock, 2007). Recently, researchers in behavioral finance have also paid special attention

to the construction of investor sentiment proxies using data from the Internet. Extracting

and analyzing millions of messages published on the Web to measure investor sentiment

may, at first sight, sound appealing, as it could overcome issues related to answering bias

(survey-based indices), idiosyncratic non-sentiment-related components (market-based mea-

sures) or confounding causality (media-based variables). However, while encouraging results

have been identified for small capitalization stocks (Sabherwal et al., 2011; Leung and Ton,

2015), until now, the empirical results have been disappointing (Nardo et al., 2015). Com-

puting investor sentiment using machine learning algorithms on data from Yahoo! Finance

message boards, Antweiler and Frank (2004) and Das and Chen (2007) find no economically

significant relation between user-generated content and stock returns. These results were

confirmed recently by Kim and Kim (2014) on an extensive dataset of 32 million of mes-

sages and for a longer sample period: Investor sentiment proxied by user-generated content

is positively affected by previous stock performances but does not help predict future stock

returns, volume or volatility.

However, today communication on social media is very different from chatter on message

boards several years ago. Numerous articles report increasing use of social media by market
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participants, from large quantitative hedge funds to family offices and high-frequency-trading

firms.2 Little anecdotal evidence, like the integration of Twitter and StockTwits feeds into

financial platforms (Bloomberg Terminal and Thomson Reuters Eikon), seems to confirm this

phenomenon. Given the evolution of the regulatory framework3 and the constantly changing

nature of communication on the Internet, we believe that the “news or noise” question raised

by Antweiler and Frank (2004) must be reassessed frequently. Thus, we contribute to the

recent and expanding literature that examines new data from the Internet to forecast stock

markets (see, among others, Da et al. (2015), Moat et al. (2013), Avery et al. (2016), Chen

et al. (2014), and Sprenger et al. (2014a)) by focusing on user-generated content published

on the social media platform StockTwits.

3. Data

StockTwits is a social microblogging platform dedicated to financial markets on which

individuals, investors, market professionals and public companies can publish 140-character

messages to “Tap into the Pulse of the Markets”. According to StockTwits.com, more than

300,000 users now use the platform to share information and ideas, producing streams that

are viewed by an audience of more than 40 million across the financial web and social media

platforms. In September 2012, StockTwits implemented a new feature that allows users

to express their sentiment directly when they publish a message on the platform. More

precisely, every time a user chooses to post a message on StockTwits, he or she can classify

his or her message as “bearish” (negative) or “bullish” (positive) by simply clicking on a

2 See, for example, “The Wall Street Journal - Firms Analyze Tweets to Gauge Stock Sentiment”

3 “Commission Guidance on the Use of Company We Sites” and “SEC Says Social Media OK for Company
Announcements if Investors Are Alerted”
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toggle button below his or her message. Figure 1 shows a screenshot from the StockTwits

platform, with a bearish message, an unclassified message and a bullish message.

[ Insert Figure 1 about here ]

Using the Python library BeautifulSoup, we extract all messages published on StockTwits

between January 1, 2012, and December 31, 2016, and we store them in a MongoDB NoSQL

database. For each message, we collect the following information: (1) a unique identifier, (2)

the username of the user who sent the message, (3) the message content, (4) the time stamp

with a one-second granularity and (5) the sentiment (“bullish”, “bearish” and “unclassified”)

associated with the message. Table 1 shows a sample of messages from the database, with the

sentiment variable associated. Our final dataset contains 59,598,856 messages from 239,996

distinct users. Overall, 9,434,321 messages are classified as bullish (15.85%) and 2,286,292 as

bearish (3.84%), and the remaining are unclassified. The 4 to 1 ratio between positive and

negative messages shows that online investors are, on average, optimistic about the stock

markets, as already documented in the literature (see, e.g., Kim and Kim (2014) and Avery

et al. (2016)).

Table 2 presents descriptive statistics of StockTwits messages during the sample period.

Figure 2 represents the volume of messages per 30-minute intervals during a representative

week, illustrating the intraday and weekly seasonality of message posted on the social me-

dia platform. Intraday activity on StockTwits usually peaks at market opening (between

9:30 a.m. and 10:00 a.m.), decreases at lunchtime and increases again before market close

(between 3:30 p.m. and 4:00 p.m.). During non-trading hours and weekends, the average

number of messages per 30-minutes interval is approximately 10 times lower than during

trading hours (over the whole sample period).
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[ Insert Table 1 and 2 about here ]

[ Insert Figure 2 about here ]

4. Textual sentiment analysis

Before assessing whether user-generated content can help predict stock returns, academics

and practitioners have to implement specific procedures to convert unstructured qualitative

information into structured quantitative sentiment variables. In this section, we briefly

review the two distinct approaches used for textual sentiment analysis, before we detail the

methodology we implement to construct field-specific lexicons and compare our results with

the benchmark classifiers used in the literature.

4.1. Dictionary-based classification

In the simplest form, a dictionary-based “bag-of-words” approach consists of computing

a sentiment variable by counting the number of positive words and the number of negative

words in a document, using a predefined list of signed words. For example, in a simple

4-word lexicon where “good” and “love” are defined as positive and “bad” and “hate” are

defined as negative, the sentence “I love Facebook $FB company” is classified as positive

with a score of +1.

Three main procedures can be implemented to create lexicons for sentiment analysis.

The first technique relies on pure experts’ views, in which researchers create from scratch

a list of positive and negative words, based on their knowledge and expertise. The second

technique, used, for example, to construct the LM dictionary, is a two-step process in which

a vector of words is automatically generated by analyzing a list of non-classified documents.
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Then, each word is manually classified as positive, negative or neutral by an expert.4 The

last technique consists of creating or extracting a list of pre-classified documents and, for

each word, computing statistical measures based on the term’s frequency (and/or document

frequency) in each class of documents. Term frequency thresholds are then used to classify

each word as positive, neutral or negative.

Although a dictionary-based approach is easy to implement, and if the list of signed words

is public, enables replicability, this approach has some limitations. First, it is necessary to

develop field-specific dictionaries for each domain of research, as a word may not have the

same meaning in two different contexts. For example, words like “liability”, “capital” and

“cost” are classified as negative in the Harvard-IV psychosocial dictionary but should be

considered otherwise in finance (Loughran and McDonald, 2011). Furthermore, even in a

given area like financial markets, formal articles written by financial journalists on traditional

media are very different from user-generated content published by individual investors on the

Internet. According to Loughran and McDonald (2016), the use of slang, sarcasm, emoticons

and the constantly changing vocabulary on social media makes accurate classification of tone

difficult. Second, except for rare exceptions (Jegadeesh and Wu (2013)), the vast majority

of dictionary-based approaches uses an equal-weighting scheme, where each word in the

dictionary is supposed to have the same explanatory power. Although term-weighting has

the potential to increase the accuracy of textual analysis, the large number of available

weighting procedures may give too many degrees of freedom to researchers in selecting the

best possible empirical specification (Loughran and McDonald, 2016), creating a risk of

overfitting.

4 For example, Loughran and McDonald (2011) extract all words occurring in at least 5% of 121,217 10-
K reports downloaded directly from the Security and Exchange Commission website, before manually
classifying the “eligible words” as positive, negative or neutral.
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4.2. Machine learning classification

The objective of a machine learning classification is to provide a prediction of Y given a set

of features X. For a 2-class sentiment analysis problem, Y represents sentiment classes Y1 =

positive and Y2 = negative and X is a vector of words. A supervised learning classification

problem can be decomposed in three steps: (1) learn in-sample, (2) measure accuracy out-of-

sample and (3) predict. First, a training dataset of n documents d pre-classified as positive

or negative is used to fit the algorithm (see Pang et al. (2002) for a description and a

mathematical explanation of three of the most widely used classifiers in the literature: naive

Bayes, support vector machine and maximum entropy). Then, features identified during

the learning phase are used to predict the Y class on a testing dataset of n’ pre-classified

documents d’. Classification accuracy is computed by comparing the classifier prediction to

the known value of Y for all documents in d’. When the accuracy of the prediction cannot be

improved by modifying or fine-tuning the parameters and/or is in line with previous findings

in the literature, then the algorithm is used to predict the outcome Y for all documents

where class Y is unknown.

A machine learning technique has many advantages compared to a dictionary-based ap-

proach. Instead of relying on a (somehow subjective and limited) list of signed words, it

allows the automatic construction of a very large set of features specific to the domain of

interest and to the type of data. Furthermore, machine learning algorithms can provide

answers to problems related to the weighting procedure or the non-independence of words in

a sentence. However, this does not come without limitations. The first difficulty is to create

or extract a sufficiently large list of labeled documents to construct a training dataset and

a testing dataset. In most cases, documents are labeled manually by the author(s) or by
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financial expert(s) so there is subjectivity.5 Second, machine learning accuracy can be very

sensitive to the size and the construction of the training dataset. For example, Antweiler and

Frank (2004) manually labeled only 1,000 messages from Yahoo! Finance message boards

(55 negative, 693 neutral and 252 positive) to train their classifier, raising concerns about

the accuracy of the classification when the algorithm is fitted on such a low number of mes-

sages. Third, supervised classification accuracy can change significantly depending on the

algorithm used (naive Bayes, support vector machine, maximum entropy, random forests,

neural network...) and few fine-tuning arbitrary parameters. As most papers use a (private)

manually labeled training dataset and a specific set of (often) unpublished rules, filters or

parameters to fit the data, replicability and comparison across studies are often impossible.

4.3. Creating an investor lexicon

To create our lexicon, we follow Oliveira et al. (2016) automated procedure by focusing

on messages in which sentiment is explicitly revealed by online investors. We first randomly

select a list of 375,000 “bullish” messages and 375,000 “bearish” messages published on

StockTwits between June 2013 and August 2014. As in Pang et al. (2002), we impose a

maximum of 375 messages per user and per class (or 0.1% of the whole corpus) to avoid

domination of the corpus by a small number of prolific reviewers. We implement a data

cleaning process similar to Sprenger et al. (2014b), except that we choose to keep the punc-

tuation (question marks and exclamation marks) and we do not remove the morphological

endings from words. To take negation into account, we add the prefix “negtag ” to all words

5 A system in which each message is classified by two different reviewers can be implemented to partly
overcome this issue. However, as shown by Das and Chen (2007) on a sample of 438 messages posted
on Yahoo! Finance message boards, the level of agreement between two human experts can be very
low, with a mismatch percentage of 27.5% in their sample.
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following “not”, “no”, “none”, “neither”, “never” or “nobody”.

Although various natural language processing approaches could have been applied (lemma-

tization, stemming, part-of-speech tagging), we choose to use a conservative approach by

removing only three stopwords from all messages (“a”, “an” and “the”).6 We also convert

positive emoticons into a common word “emojipos” and negative emoticons into a common

word “emojineg”7, as in Go et al. (2009). We replace all tickers ($SPY, $AAPL, $BOA,

$XOM...) with a common word “cashtag”, all links by a common word “linktag”, all num-

bers by a common word “numbertag” and all mentions of users by a common word “usertag”.

Table 3 shows several examples of messages before and after data pre-processing.

[ Insert Table 3 about here ]

We use a bag-of-words approach to extract all unigrams (one word) and bigrams (two

words) appearing at least 75 times in the sample of 750,000 messages. While the Harvard-

IV and the LM dictionary consider only unigrams, we find that adding bigrams provides

additional information and improves the accuracy of the classification.8 For each of the

19,665 terms t identified (5,786 unigrams and 13,879 bigrams), we count the number of

occurrences of t in the 375,000 bullish documents (ndpos,t) and the number of occurrences of

t in the 375,000 bearish documents (ndneg ,t). We define the sentiment weight (SW) for each

6 We choose a conservative approach as we find that the words “short”, “shorts”, “shorted”, “shorter”,
“shorters” and “shorties” are used by online investors to express very distinct feelings. The same is
true for the words “call”, “calls”, “called”, “calling”, “caller”, “callers” and for a subsequent number of
words.

7 ;) :) :-) =) :D as “emojipos”. :( :-( =( as “emojineg

8 For example, the sentence “What a bear trap!” should be not be classified as negative (i.e., “bear trap”
is an expression used in technical analysis to indicate that a security should go up) even if “bear” and
“trap” are individually considered negative.
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word as:

SW (t) =
ndpos,t − ndneg ,t

ndpos,t + ndneg ,t

(1)

Table 4 shows a list of selected n-grams with their associated sentiment weight. For

example, the word “buy” was used 20,837 times in bullish messages and 12,654 times in

bearish messages, leading to a SW of 0.2443. Interestingly, we find that the bigrams “buy !”

and “strong buy” convey a much more positive sentiment than the unigram “buy”, with an

SW equal to 0.6052 and 0.8250, respectively. The bigram “buy ?” is approximately neutral

(SW equals 0.0331) whereas “negtag buy” (“not buy”, “never buy”...) conveys a negative

sentiment (SW equals -0.4534).

[ Insert Table 4 about here ]

Then, we sort all 19,665 n-grams by their SW , and we define a weighted field-specific

lexicon L1 by considering all terms in the first quintile (negative terms) and all terms in

the last quintile (positive terms). Manually examining all words included in lexicon L1

(approximately 8,000 n-grams), we identify a few anomalies and misclassifications. For

example, the word “further” is classified as negative, as it appears 1,260 times in the 375,000

negative documents and 506 times in the 375,000 positive documents, leading to an SW

of -0.4270 (in the first quintile). Analyzing the n-gram frequencies, we find that the word

“further” is often used in combination with verbs like “drop,” “down” and “fall” (“drop

further”, “down further,” “fall further”), in such a way that the negativity does not come

from the word “further” by itself but from the verb associated with it in the bigrams.

Another anomaly is related to non-equity assets. For example, the unigram “commodity”

is considered negative in L1, because, during the sample period, commodity prices dropped,

and investors were mainly commenting on past movements using bearish vocabulary. The
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same is true for the unigrams “Euro” and “EURUSD” as the euro currency depreciates

sharply against the dollar during the sample period.

Thus, we adopt a methodology close to Loughran and McDonald (2011) to create a

manually cleaned equal-weighted field-specific lexicon. More precisely, we examine all n-

grams in L1, and we manually classify each n-gram as positive (+1), negative (-1) or neutral

(0). We also add typical inflections of root words defined as positive or negative to extend

our lexicon. For example, we manually classify the words “bankrupt” and “bankruptcy”

as negative, and we add the inflections “bankrupts”, “bankrupted”, “bankrupting” and

“bankruptcies”. We end up with a total of 543 positive terms and 768 negative terms, and

we denote this lexicon L2. L1 and L2 are available online.9

4.4. Message sentiment and classification accuracy

To assess the accuracy of L1 and L2, we use a time-order evaluation holdout. We ran-

domly select a list of 125,000 bullish messages and 125,000 bearish messages published on

StockTwits between September 2014 and April 2015. We use the same pre-processing tech-

niques and the same limit of messages for a given user as for the training dataset (maximum

0.1% of the whole corpus). For each message, we compute a sentiment score by considering

five classifiers:

• L1 - Weighted field-specific lexicon: approximately 4,000 negative outlook terms and

4,000 positive outlook terms. SW (t) as defined previously.

• L2 - Manual field-specific lexicon: 768 negative outlook terms and 543 positive outlook

terms. SW (t) equals 1 for positive terms and -1 for negative terms.

• B1 - Loughran-McDonald dictionary: 2,355 negative outlook terms and 354 positive

9 http://www.thomas-renault.com
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outlook terms. SW (t) equals 1 for positive terms and -1 for negative terms.

• B2 - Harvard-IV psychosocial dictionary: 2,007 negative outlook terms and 1,626 pos-

itive outlook terms. SW (t) equals 1 for positive terms and -1 for negative terms.

• M1 - Supervised machine learning algorithm (maximum entropy): Implemented using

scikit-learn, a machine learning package in Python. Default parameters and equal prior

probabilities.

For L1, L2, B1 and B2, the individual message sentiment score is defined as the average

SW (t) of the terms present in the message. Given the standardized number of words in each

document (maximum 140 characters), we find that using a simple relative word count weight-

ing scheme gives slightly better results than a Term Frequency-Inverse Document Frequency

(TF-IDF) weighting scheme (see Appendix A for details). This result is consistent with

those of Smailović et al. (2014), who find, using data from Twitter, that the term-frequency

(TF) approach is statistically significantly better than the TD-IDF based approach. For M1,

individual message sentiment score is given by the probability estimates that a message m

belongs to the bullish or the bearish class. See Appendix B for a detailed description. For all

messages in the testing dataset, we compare the sentiment expressed by the investor who sent

the message (the real sentiment) with the sentiment score computed using the five classifiers

(the estimated sentiment). We compute the percentage of correct classification excluding

unclassified messages CC (i.e, bearish-declared messages with a sentiment score lower than

0 and bullish-declared messages with a sentiment score greater than 0), the percentage of

correct classification per class (CCbull and CCbear, respectively), the percentage of classified

messages CM (message with a sentiment score different from zero) and the percentage of

classified messages per class (CMbull and CMbear). Table 5 presents the results.

[ Insert Table 5 about here ]
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We find a percentage of correct classification of 74.62% for L1 and 76.36% for L2. As

the number of features is much greater in L1 (approximately 8,000 n-grams) than in L2

(approximately 1,300 n-grams), the percentage of classified messages CM is greater for

L1 (90.03%) than for L2 (61.78%), leading to an expected arbitrage between accuracy and

exhaustiveness. Interestingly, and contrary to Oliveira et al. (2016), we find that the accuracy

and the percentage of the classified messages are nearly equivalent for the bullish and bearish

messages for L1.10 However, the percentage of correct classification of benchmark dictionary-

based approaches B1 (LM) and B2 (Harvard-IV) is significantly lower, with an accuracy of

63.06% and 58.29%, respectively. Furthermore, the percentage of classified messages in B1

is very low (27.70%) as numerous messages published on social media do not contain any

words included in the LM word lists. The LM dictionary was created by examining formal

corporate 10-K reports in such a way that it is not well suited to analyze informal messages

published on social media. This first result confirms Kearney and Liu (2014) discussion on

the need to construct more authoritative and extensive field-specific dictionaries in order to

improve textual analysis classification.

We also find that the classification accuracy of the supervised machine learning method

M1 is slightly better (75.16%) than that of L1 (74.62%). However, as we will show later,

results for the relation between investor sentiment and stock returns are qualitatively similar

when intraday investor sentiment indicators are computed using L1, L2 or M1. As field-

specific dictionary-based approaches are more transparent than machine learning techniques,

we believe that researchers should consider thoroughly implementing both methods when

10 As we focus our analysis on financial messages published on social media with self-reported sentiment,
we cannot compare directly the accuracy of our field-specific approach with previous results from the
literature on textual analysis. However, out-of-sample classification accuracy between 75% and 80%
is standard on user-generated content sentiment analysis (see Pang et al. (2002), Go et al. (2009) or
Smailović et al. (2014), among others).
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quantifying textual content published on the Internet. This dual approach would enhance

the replicability and comparability of the findings while ensuring that the results are robust

to the methodology used to convert a text into a quantitative sentiment variable. Thus,

we re-affirm Loughran and McDonald (2016) conclusion by recommending that alternative

complex methods (machine learning) should be considered only when they add substantive

value beyond simpler and more transparent approaches (bag-of words).

5. Intraday online investor sentiment and stock returns

In this section, we explore the relation between online investor sentiment and intraday

stock returns. We first detail the methodology we use to derive the investor sentiment

indicators by aggregating the sentiment of individual messages. Then, we reassess the in-

traday momentum patterns documented by Gao et al. (2015) by considering an augmented

sentiment-based model. Last, we analyze whether users’ self-reported investment approach,

holding period and experience level contain value-relevant information to understand the

reason behind the intraday sentiment effect.

5.1. Intraday investor sentiment indicators

We use our five classifiers to derive a sentiment score between -1 and +1 for all 59,598,856

messages published on StockTwits between January 1, 2012, and December 31, 2016. Then,

we compute five intraday investor sentiment indicators by averaging, at half-hour intervals,

the sentiment score of individual messages published per 30-minute period. We denote those

indicators sx where x={L1, L2, B1, B2, M1}. To control for the increase in message volume

and the seasonality of posting patterns on social media, we standardize sx by dividing each
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indicator by its rolling one-week standard deviation. Table 6 shows the correlation between

the five sx indicators.

[ Insert Table 6 about here ]

The very high correlation coefficient between sL1 and sM1 (0.9341) seems to confirm

that quantifying the sentiment of individual messages using a weighted field-specific lexicon

is competitive with more complex machine learning methods. However, the correlation

coefficients of sB1 and sB2 with our field-specific approach are low (from 0.2292 to 0.3365)

demonstrating that the methodology used to derive quantitative indicators from textual

content can widely affect investor sentiment measures.

5.2. Predictive regressions

Following Heston et al. (2010), we divide each trading day into 13 half-hour intervals.

We denote ri,t the i-th half-hour return of the S&P 500 ETF on day t. As in Gao et al.

(2015), r1,t is the first half-hour return using the closing price on day t-1 and the price at

10:00 a.m. on day t. r13,t denotes the last half-hour return using the ETF price at 3:30

p.m. and 4:00 p.m. on day t. In a similar fashion, we denote ∆si,t the change in intraday

investor sentiment in the i-th half-hour trading interval on day t. For example, ∆s1,t denotes

the difference between the first half-hour investor sentiment (the average sentiment of all

messages sent between 9:30 a.m. and 10:00 p.m.) on day t and the last half-hour sentiment

on day t-1 (the average sentiment of all messages sent between 3:30 p.m. and 4:00 p.m. on

the previous trading day). ∆s13,t denotes the difference between the last half-hour investor

sentiment and the 12th half-hour investor sentiment on day t.

As in Sun et al. (2016), we run predictive regressions to explore the relation between
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changes in intraday investor sentiment and the half-hour S&P 500 index ETF return. Given

Gao et al. (2015) empirical evidence showing that the first half-hour return predicts the last

half-hour return, we also include the first half-hour change in investor sentiment. Thus, we

consider the following model:

ri,t = α + β1∆s1,t + β2∆si,t−1 + εt (2)

where i represents the i-th half-hour time interval. Table 7 shows the regression results

for i={11,12,13}.11 We present the results when investor sentiment is computed using the

five classifiers (L1, L2, B1, B2 and M1). The regressions are based on 1,258 observations

(251 or 252 trading days per year from 2012 to 2016).

[ Insert Table 7 about here ]

We find evidence that when investor sentiment is computed using L1, L2 or M1, the

first half-hour change in investor sentiment predicts the last half-hour stock market return.

Coefficients are significant at the 0.1% level when investor sentiment is computed with L1

or M1 and at the 1% level when investor sentiment is computed with L2. The R2 values

of 1.35% (L1) and 1.33% (M1) are comparable to those reported by Sun et al. (2016) on

the predictability of the last half-hour return using the change in investor sentiment based

on the Thomson Reuters MarketPsych Indices (1.43%). However, when investor sentiment

is computed using B1 or B2, we do not find any predictability. This finding reinforces

our conclusion that the Loughran-McDonald and the Harvard-IV psychosocial dictionaries

are inappropriate for deriving the sentiment of short informal messages published on social

media.

11 As we do not find significant results for i={2,...,10}, we do not present those results for readability.
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We then control for lagged market return to assess if the predictability of stock index

return using past change in investor sentiment is not caused by a contemporaneous correla-

tion between sentiment and return (as documented, among others, by Kim and Kim (2014)).

Based on the results in Table 7, we focus on i = 13 and on the first half-hour change in

investor sentiment. More precisely, we consider the following model:

r13,t = α + β1∆s1,t + β2r1,t + β3r12,t + β4r13,t−1 + εt. (3)

The inclusion of r1,t is motivated by Gao et al. (2015) who find that the first half-hour

return predicts the last half-hour return for a wide range of ETFs. The inclusion of r13,t−1

is motivated by Heston et al. (2010) who identify return continuation at half-hour intervals

that are exact multiples of a trading day. Table 8 presents the results.

[ Insert Table 8 about here ]

Even after controlling for lagged market returns, the first half-hour change in investor

sentiment remains the only significant predictor of the last half-hour market return. This

finding provides evidence that the intraday sentiment effect is distinct from the intraday

momentum effect.12 We also examine whether the intraday sentiment effect is driven by

the release of macroeconomics news before the market opens or during the trading day. For

this purpose, we re-run Equation 3 by dividing all trading days into two groups: days with

news releases and days without. We focus on three major macroeconomics announcements:

Non-Farm Payroll (NFP, monthly at 8.30 a.m.), the Michigan Consumer Sentiment Index

12 Although we find evidence of intraday momentum effect when we consider a longer time period from
1998 to 2017, as documented by Gao et al. (2015), we do not find significant intraday momentum
effect on recent years (2012-2017). Academic research may have destroyed stock return predictability
(McLean and Pontiff, 2016), or previous results may have been caused by data-snooping. We leave this
question for further research.
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(MSCI, preliminary and final releases, monthly at 10:00 a.m.) and the Federal Open Market

Committee meeting (FOMC, every six weeks at 2:00 p.m.). To account for FOMC pre-

meeting or post-meeting announcement drift, we include one day before and one day after

the meetings. Table 9 reports the results. For readability, we present the results only when

field-specific lexicon L1 is used to derive investor sentiment, but we find similar results for

L2 and M1, and no significant results for B1 and B2, as previously.

[ Insert Table 9 about here ]

We find that the intraday sentiment effect is concentrated on days without macroeconomic

news announcements. The first half-hour shift in investor sentiment is not significant on NFP

days, MSCI days, and [-1:+1] days around FOMC meetings. Investor sentiment, thus, is not

a mere reflection of macroeconomics news announcements. This result is consistent with

the fact that on days with macroeconomic news announcements, the last half-hour return is

mainly driven by the news announcements in such a way that sentiment-driven traders do

not affect prices. However, on days with no news, investor sentiment affects stock prices.

Last, we analyze whether the sentiment effect is significant for other domestic ETFs,

sector indices, international ETFs and bond ETFs. Table 10 reports the results. As above,

we report only the results when we use L1 to measure investor sentiment, but the results

are similar for L2 and M1. We confirm that the first half-hour change in investor sentiment

predicts the last half-hour return for a diverse set of ETFs. We also find that the associated

R2 decreases for international equity indices and small capitalization ETFs (Russell 2000)

and is not significant for bond market ETFs. This result is consistent with the fact that

users on StockTwits mainly discuss the development of the U.S. stock market indices and

the cross-section of large and medium capitalization stock returns. These complementary
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results provide evidence that analyzing data from StockTwits allows researchers to construct

a value-relevant intraday measure of U.S. investor sentiment.

[ Insert Table 10 about here ]

5.3. Exploring investor base heterogeneity

Contrary to the Thomson Reuters MarketPsych Index (TRMI) used by Sun et al. (2016)

as a proxy for intraday investor sentiment (a “black box” aggregate indicator), focusing on

data from StockTwits allows researchers to test directly whether the predictability is driven

(or not) by noise trader sentiment. StockTwits provides unique information about users’ self-

reported investment approach (technical, fundamental, global macro, momentum, growth,

or value), holding period (day trader, swing trader, position trader, or long-term investor),

and experience level (novice, intermediate, or professional). For example, using data from

StockTwits and exploiting investor base heterogeneity, Cookson and Niessner (2016) find that

investor disagreement robustly forecasts abnormal trading volume at a daily frequency. In

a similar fashion, we assess in this subsection whether a specific type of trader or a specific

trading strategy drives the sentiment effect identified previously. Although reporting the

investment approach, the holding period and the experience level is not required to register

to StockTwits, we still observe a self-reported trading strategy for a large number of users

(84,891 users) and messages (35,436,607 messages). Table 11 presents the distribution of

users by the investment approach, holding period and experience level.

[ Insert Table 11 about here ]

As in the previous subsection, we construct intraday investor sentiment indicators at half-

hour time intervals. However, instead of considering all messages, we create intraday investor
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sentiment indicators for each investment approach, each holding period and each experience

level by considering only the messages of users who self-reported the given information

in their profile. We find qualitatively similar results when we use L1, L2 or M1 but no

significant results when we use B1 and B2, confirming previous findings. For readability, we

present the results only when field-specific lexicon L1 is used to quantify individual message

sentiment. As only 1.01% of users self-declared themselves as following a “Global Macro”

trading approach, we remove this strategy as in Cookson and Niessner (2016). Table 12

shows the correlation coefficient between the 12 investor sentiment indicators at half-hour

time intervals.13 We denote with ∆s1,t,x the first half-hour change in investor sentiment on

day t for users’ self-reported characteristic x. Then, we estimate the following predictive

regression:

r13,t = α + β1∆s1,t,x + β2r1,t + β3r12,t + εt. (4)

where r13,t is the last half-hour return, r1,t is the first half-hour return, r12,t the 12th

half-hour return and ∆s1,t,x represents the change in sentiment the first half-hour of day

t for each investor type x = {x1, x2, x3}. We consider each investor depending on his or

her trading approach (x1 = {technical, fundamental, momentum, growth, value}), his or her

holding period (x2 = {day, swing, position, long-term}) and his or her experience (x3 =

{novice, intermediate, professional}). Table 13 presents the results by investment approach,

holding period and experience level.

[ Insert Table 12 and 13 about here ]

Analyzing each investment approach separately, and controlling for lagged market return,

13 ISSTechnical, ISSFundamental, ISSMomentum, ISSGrowth, ISSV alue ISSDay, ISSSwing, ISSPosition,
ISSLong, ISSNovice, ISSIntermediate, ISSProfessional
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we find significant results for traders with technical, growth and value investing strategies

and for position traders (i.e., holding periods from a few days to a few weeks). We also find

that the significance of the results decreases with traders’ self-reported experience. The first

half-hour change in novice investor sentiment is significant at the 1% level (Adj-R2 equal to

1.77%) whereas the first half-hour change in intermediate investor sentiment is significant

only at the 5% level (Adj-R2 equal to 1.51%), and the first half-hour change in professional

investor sentiment is not significant. We also consider all possible approach and experience,

approach and period, and period and experience doublets (60 combinations). Table 14

presents the results for the 10 doublets with the highest Adj-R2. We find that the last

last half-hour return is robustly forecasted by the first half-hour change in novice investor

sentiment. The only other characteristic that adds value when combined with the “novice

experience” is the trading approach “technical analysis” (significant at the 10% level).

[ Insert Table 14 about here ]

Last, we simulate a trading strategy buying (selling) the S&P 500 ETF at 3.30 p.m.

on days with an increase in novice investor sentiment during the first half-hour of that

day, and selling (buying) at 4:00 p.m. We present the results when the performance of

the trading strategies is evaluated using the Sharpe ratio, but the results are robust to the

performance evaluation metrics as all trading strategies exhibit very similar volatility. We

compare the performance of a “sentiment-driven” strategy with an Always Long Strategy

buying the ETF at the beginning of the last half-hour and selling it at market close. We

also consider a First Half-Hour Return Strategy buying (selling) the ETF on days with a

positive (negative) first half-hour return and selling (buyit) it at market close, and a 12th

Half-Hour Return Strategy buying (selling) the ETF on days with a positive (negative) 12th
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half-hour return and selling (buying) it at market close. We also generate 100 Random

Strategies buying (selling) randomly the S&P 500 ETF on each trading day at 3.30 p.m.

and selling (buying) it at market close. Table 15 reports the results. For readability, we

report performance evaluation only for the five best and five worst random strategies and

for the median random strategy. Figure 3 illustrates the results.

[ Insert Table 15 and Figure 3 about here ]

We find that the average annualized return of a strategy using half-hour change in novice

investor sentiment as a trading signal is equal to 4.55%, with a Sharpe ratio of 1.496. Al-

though the annualized return might not seem impressive at first sight, the return is remark-

able as we hold a position only during 30 minutes per day and we do not keep any position

overnight. Translating the Sharpe ratio into a t-statistic, we find that the observed prof-

itability is more than three standard deviations from the null hypothesis of zero profitability

(three-sigma event). We also demonstrate that a sentiment-driven strategy significantly out-

performs other benchmark strategies and randomly generated strategies. Overall, the results

provide empirical evidence of sentiment-driven noise trading at the intraday level.

5.4. Discussion of empirical results

According to Gao et al. (2015), there are two explanations for why the first half-hour

return predicts the last half-hour return. First, strategic informed traders might time their

trade for periods of high trading volume. On days with positive overnight night news,

informed traders are likely to trade very actively at the market opening before reinforcing

their position during the last half-hour. Second, on days with a sharp overnight and first

half-hour increase in the stock market index, some traders might expect a price reversal over
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the following hours and short the market. As typical day traders are flat at the end of the

day, they are likely to unwind their position during the last half-hour return which, in turn,

will push prices up. Closer to our paper, Sun et al. (2016) provide two reasons to explain why

investor sentiment has predictive value for intraday market returns and why the sentiment

effect is concentrated on the end of the trading day. First, due to risk aversion, investors

trading the S&P 500 index ETF might prefer to wait a few hours before taking a position on

the market. Second, risk-averse arbitrageurs may be more likely to trade against sentiment

traders at the beginning of the day than later in the day due to the uncertainty introduced

by overnight news.

Our findings provide direct empirical evidence for the two hypotheses proposed by Sun

et al. (2016). First, we find that when investors are more optimistic during the first 30 min-

utes on day t than during the last 30 minutes of day t-1, the S&P 500 index ETF significantly

increase during the last half-hour of the trading day. However, all other variations in investor

sentiment (∆si,t for i={2,...12}) are not significant in predictive regressions. This finding

illustrates the “timing effect” as investors seem to prefer to wait until “the dust is about to

settle” before buying or selling the S&P 500 index ETF based on their initial sentiment.

Furthermore, analyzing users’ self-reported experience, we find that the last half-hour

predictability is driven by the shift in the sentiment of novice traders, and, to a lesser

extent, by the shift in the sentiment of traders following technical analysis strategies. This

finding is consistent with Hoffmann and Shefrin (2014) who find, using private data from

a sample of discount brokerage clients, that individual investors who use technical analysis

are disproportionately likely to speculate in the short-term stock market. Examining the

impact of aggregate investor sentiment on trading volume and long-run price reversal, Sun

et al. (2016) document that the investor sentiment effect is driven by noise trading. In this
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paper, using self-reported experience level instead of making indirect inferences by analyzing

market reactions, we provide, to the best of our knowledge, the first direct empirical evidence

of intraday sentiment-driven noise trading.

6. Conclusion

Improving the transparency and replicability of results are of utmost importance for the

big-data and finance environment. Although developing public field-specific lexicons will

obviously not solve all issues related to replicability and comparability, it still constitutes an

important step to facilitate further research in this area, as stated by Nardo et al. (2015)

in a recent survey of the literature of financial market prediction using the Web. In the

first part of this paper, we construct a lexicon of words used by online investors when they

share opinions and ideas about the bullishness or bearishness of the stock market by us-

ing an extensive dataset of messages for which sentiment is explicitly revealed by investors.

We demonstrate that a transparent and replicable approach significantly outperforms the

benchmark dictionaries used in the literature while remaining competitive with more com-

plex machine learning algorithms. The findings provide empirical evidence to Kearney and

Liu (2014) conclusion about the need to develop a more authoritative field-specific lexicon

and of Loughran and McDonald (2016) recommendations that alternative complex meth-

ods (machine learning) should be considered only when they add substantive value beyond

simpler and more transparent approaches (bag-of words).

In the second part, we explore the relation between online investor sentiment and intraday

S&P 500 index ETF returns. We find that the first half-hour change in investor sentiment

predicts the last half-hour return, even after controlling for lagged market return. This
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finding holds for a wide range of ETFs and is robust to macroeconomic news announcements.

Analyzing users’ self-reported investment approach, holding period and experience level, we

find that this result is mainly driven by the shift in the sentiment of novice traders. We also

demonstrate that a strategy that use changes in novice investors’ sentiment as trading signals

significantly outperform other baseline strategies (risk-ajusted performance). Overall, the

results provide direct empirical evidence of intraday sentiment-driven noise trading.

Although we focused on the predictability of aggregate market returns, we believe that

the evolution of intraday investor sentiment over time and across users with different trading

approaches, experiences and investment horizons can also be useful in many other situations,

such as explaining the cross-section of average stock returns or forecasting stock market

volatility. We encourage further research in this area by making public the field-specific

weighted lexicon we developed for this paper.
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Appendix A: Weighting scheme

The standard TF-IDF weighting scheme, often used in information retrieval and text

mining, can be computed as:

tf-idf(t, d) =
nd,t
nd,T

∗ log Nd

Nd,t

(5)

where t is a term (unigram or bigram), d is a collection of documents, nd,t is the number

of occurrences of term t in documents d, nd,T is the total number of terms in documents d,

Nd is the total number of documents d, Nd,t is the total number of documents d containing

term t. Then, the sentiment weight for each term t can be computed as in Oliveira et al.

(2016) as:

SWtf-idf(t) =
tf-idf(t, dpos)− tf-idf(t, dneg)

tf-idf(t, dpos) + tf-idf(t, dneg)
, (6)

where dpos is a collection of positive documents, and dneg is a collection of negative documents.

In the paper, we choose to adopt a very simple relative word count (wc) term-weighting,

defined as:

SWwc(t) =
ndpos,t − ndneg ,t

ndpos,t + ndneg ,t

(7)

Given the maximum length of the messages published on social media (140 characters), Nd,t

≈ nd,T (as a given word very rarely appears twice in the same tweet). Furthermore, in

our empirical analysis, the number of bullish (positive) documents in the training dataset is

equal to the number of bearish (negative) documents (375,000) (ndpos,T ≈ ndneg ,T and Ndpos

≈ Ndneg). From previous equations, it thus can be easily seen that SWtf-idf(t) ≈ SWwc(t).

Analyzing all n-grams that appear at least 75 times in our training dataset, we find an

absolute difference between SWtf-idf(t) and SWwc(t) equal to 0.024. Comparing out-of-sample
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classification accuracy, we find qualitatively similar results when a TF-IDF scheme is used

to compute the terms’ weight and to identify relevant features (n-grams). Table 16 presents

the out-of-sample classification accuracy of a subset of 250,000 messages. Furthermore,

the results for the predictability of intraday returns are qualitatively similar when investor

sentiment is derived using a relative word-count weighting scheme or a TF-IDF scheme. Table

17 presents the results. Overall, we find that the results are robust to the method used for

term-weighting. As the term-weighing scheme lacks theoretical motivation (Loughran and

McDonald, 2016), we favor the simplest approach due to the standardized (and short) size

of the messages posted on social media. Recently, Smailović et al. (2014) confirmed that the

TF approach is statistically significantly better than the TD-IDF-based approach to data

from Twitter.

[ Insert Table 16 and Table 17 about here ]

Appendix B: Message Classification

We compute a sentiment score between -1 and +1 for all messages published on Stock-

Twits (SS(m)) by adopting dictionary-based approaches and a machine learning method.

Dictionary-based approaches

For dictionary-based approach L1, we use a methodology similar to Oliveira et al. (2016).

Message sentiment is equal to the average SW (t) of the terms present in the message and

included in lexicon L1. When a bigram is present in the text, we do not take into account

the score of the individual unigram included in the bigram to avoid double counting. For

example, consider the message in Figure 4.
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[ Insert Figure 4 about here ]

Using the field-specific lexicon L1, we find that the following terms are present in the

message above (within the brackets the SW computed as in Equation 1):

• cashtag ! [SW = 0.3069]

• cashtag called [SW = -0.3033]

• bloodbath [SW = -0.6600]

• short [SW = -0.5811]

• scam [SW = -0.8493]

Taking the average SW (t), we find a sentiment score equals -0.4069. In this example,

the classification is correct as the message was classified as “Bearish” by the user who sent

the tweet, and we obtain a sentiment score lower than 0. We use a similar methodology to

compute SS(m) for the other dictionary-based approaches L2, B1 and B2, except that we

consider an equal-weighting scheme by giving all words in the positive lists a weight of +1

and all words in the negative lists a weight of +1. Using the previous example, we identify

the following terms:

• L2 : bloodbath [-1], short [-1], scam [-1]

• B1 : None of the words are present in the LM dictionary

• B2 : short [-1], attack [-1], company [+1], like [+1]

We end up with a sentiment score for the message equal to -1 for L2, 0 for B1 (no term

identified) and 0 for B2 (two positive terms and two negative terms).
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Machine learning methods

We experiment three machine algorithms as in Pang et al. (2002) and Go et al. (2009):

naive Bayes (NB), maximum entropy (MaxEnt) and support vector machines (SVM). We

report results only for MaxEnt, as we find that MaxEnt provides better results than NB

(we conjecture due to the overlapping in NB) and similar (but with a lower computational

complexity) than SVM. For MaxEnt, the probability that document d belongs to class c

given a weight vector δ is equal to:

P (c|d, δ) =
exp[

∑
i δifi(c, d)]∑

c exp[
∑

i δifi(c, d)]
(8)

where fi = {f1, f2, .., fm} is a predefined set of m features (unigram or bigram) that

can appear in a document. The weight vector is found by numerical optimization of the

lambdas to maximize the conditional probability. We use the “liblinear” package for this

purpose. Considering the message in Figure 4, we find using MaxEnt: P (cpos) = 0.12 and

P (cneg) = 0.88. To obtain an SS(m) between -1 and +1, we define:

SS(m)MaxEnt = (P (cpos|m, δ)− 0.5) ∗ 2. (9)

In the previous example, we find SSMaxEnt = −0.76. We then consider all messages with

an SSMaxEnt < 0 (equivalent to a P (cpos) < 0.5) as negative, and all messages with an

SSMaxEnt > 0 as positive. When a message does not contain any features included in {f1,

f2, .., fm}, then SSMaxEnt = 0, and we consider the message as unclassified.
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Fig. 1. StockTwits platform - Explicitly revealed sentiment

Notes: This figure shows a screenshot from StockTwits platform on December 23, 2016. The first message
was self-classified as bearish (negative) by the investor who wrote the tweet (TraderBill64). The second
message was not classified. The third was classified as bullish (positive) by the investor who wrote the tweet
(tdmzhang). $SPY is the cashtag associated with the S&P 500 index ETF.
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Fig. 2. StockTwits - Number of messages per 30-minute interval

Notes: This figure shows the number of messages published on the platform StockTwits for each 30-minute
interval on a representative week, from Monday, December 1, to Sunday, December 7, 2014. Dashed vertical
lines represent market opening hours (9:30 a.m.) and market closing hours (4 p.m.).

38



Fig. 3. Trading strategy - Cumulative return

Notes: This figure shows the cumulative return of a sentiment-driven trading strategy (in purple)
compared to other benchmarks’ cumulative return: always long strategy (green), first half-hour momentum

strategy (orange), 12th half-hour momentum strategy (red) and 100 random strategies (grey). Trading
strategies are simulated over 1,258 trading days, from January 1, 2012 to December 31, 2016 (x-axis).

Fig. 4. Message sent on StockTwits used in Appendix B

http://stocktwits.com/message/45003236
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Table 2: Descriptive statistics - StockTwits messages

Period Mean Std-Dev Min Max Total

30-min (All) 886.65 679.61 0 8,248 59,598,856

30-min (Trading-hours) 1092.67 1918.98 0 8,248 31,383,060

Daily (All) 26,649.86 32,621.16 1,127 132,063 59,598,856

Daily (2012) 6,805.23 11,488.46 1,127 27,831 4,204,778

Daily (2013) 10,251.82 17,786.75 2,070 46,501 6,492,164

Daily (2014) 16,088.48 29,765.41 4,100 59,310 10,864,373

Daily (2015) 21,766.21 42,323.00 6,442 80,936 15,447,896

Daily (2016) 32,435.49 61,720.34 9,153 132,063 22,589,645

Notes: This table shows descriptive statistics about the quantity of messages posted on the platform
StockTwits. We present statistics at half-hour time interval and at a daily frequency for each year
in our sample (2012-2016).

Table 3: StockTwits messages - Data pre-processing

Message before pre-processing @lololemon $BABA IS PURE TRASH !!

Message after pre-processing usertag cashtag is pure trash ! !

Message before pre-processing $FB dropping now! not good :(

Message after pre-processing cashtag dropping now ! negtag good emojineg

Message before pre-processing $MSFT Short the POP

Message after pre-processing cashtag short pop

Message before pre-processing $GILD moves like Jagger! http://stks.co/r0nUR

Message after pre-processing cashtag moves like jagger ! linktag

Notes: This table shows four examples of messages before and after data pre-processing (re-
moving stopwords, adding prefix for negation, replacing users’ mention by “usertag”, tickers
by “cashtag”, links by “linktag”...).
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Table 4: Selected sample of n-grams and associated Sentiment Weight (SW)

n-grams ntotal npos nneg SW

awesome 1,447 1,077 370 0.4886

bear 5,669 1,506 4,163 -0.4687

bear trap 393 250 143 0.2723

beast mode 182 172 10 0.8901

bottomed-out 137 127 10 0.8540

bullish 11,483 7,812 3,671 0.3606

bullish engulfing 121 112 9 0.8512

buy 33,491 20,837 12,654 0.2443

buy ! 765 614 151 0.6052

buy ? 302 156 146 0.0331

cashtag junk 95 1 94 -0.9789

down 4,2391 11,388 31,003 -0.4627

down further 145 25 120 -0.6552

emojineg 1,885 401 1,484 -0.5745

emojipos 15,223 10,091 5,132 0.3258

great 11,952 8,380 3,572 0.4023

great fundamentals 126 120 6 0.9048

intraday 1,334 557 777 -0.1649

investor 1,493 869 624 0.1641

like 35,756 17,845 17,911 -0.0018

media 1,038 557 481 0.0732

negtag buy 1,577 431 1,146 -0.4534

negtag short 781 290 491 -0.2574

optimism 185 91 94 -0.0162

poor 1,467 333 1,134 -0.5460

poor fundamental 136 0 136 -1.0000

price 20,730 10,393 10,337 0.0027

pump 4,501 659 3,842 -0.7072

scam 1,540 116 1,424 -0.8494

sell 23,183 6,637 16,546 -0.4274

sentiment 1,982 619 1,363 -0.3754

short 47,856 10,022 37,834 -0.5812

stock 32,781 13,928 18,853 -0.1502

strong 8,223 5,966 2,257 0.4511

strong buy 557 507 50 0.8205

timber 398 17 381 -0.9146

today 38,761 21,604 17,157 0.1147

trading 8,383 3,934 4,449 -0.0614

trap 1,867 426 1,441 -0.5437

up 61,337 37,823 23,514 0.2333

up up 786 720 66 0.8321

word 817 473 344 0.1579

Notes: This table shows the Sentiment Weight (SW) of a sample of selected words. For example,
over the 750,000 messages we use to construct our lexicon, the word “buy” appears 33,491 times in
the positive training dataset (375,000 messages) and 20,837 times in the negative training dataset
(375,000 messages), leading to a sentiment weight SW of (33,491 - 20,837) / (33,491 + 20,837) =
0.2443. Red and green colors represent n-grams with a SW respectively in the first and last quintile
(when sorting all 19,665 n-grams by their SW ).
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Table 5: Classification accuracy - Investor social lexicons

Classifier CC CCbull CCbear CM CMbull CMbear

L1 74.62% 73.98% 75.24% 90.03% 89.32% 90.73%

L2 76.36% 79.10% 73.72% 61.78% 60.61% 62.95%

B1 63.06% 57.99% 67.86% 27.70% 26.88% 28.50%

B2 58.29% 63.63% 53.02% 58.09% 57.72% 58.47%

M1 75.16% 75.98% 74.36% 90.03% 89.32% 90.73%

Notes: This tables shows the out-of-sample classification accuracy for classifiers L1,
L2, B1, B2 and M1, computed on 250,000 messages from the testing dataset (125,000
positive and 125,000 negative). We report the percentage of correct classification
excluding unclassified messages CC, the percentage of correct classification per class
(respectively CCbull and CCbear), the percentage of classified messages CM (message
with a sentiment score different from zero) and the percentage of classified messages
per class (CMbull and CMbear).

Table 6: Intraday investor sentiment indicators - Correlation matrix

sL1 sL2 sB1 sB2 sM1

sL1 1.0000

sL2 0.6250 1.0000

sB1 0.2292 0.3365 1.0000

sB2 0.2328 0.3000 0.3112 1.0000

sM1 0.9341 0.6581 0.2629 0.2361 1.0000

Notes: This tables shows the correlation matrix of our five intraday investor senti-
ment indicators sx, where x={L1, L2, B1, B2, M1}.
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Table 7: Predictive regressions - Investor sentiment and half-hour market return

α β1 β2 Adj-R2 (%)

11th half-hour return

L1 0.0000 (0.1671) 0.0031 (0.4809) 0.0005 (0.0568) -0.14

L2 0.0000 (0.2262) 0.0057 (0.8112) 0.0080 (0.9700) -0.01

B1 0.0000 (0.4161) 0.0081 (0.8771) 0.0038 (0.3940) -0.08

B2 0.0000 (0.3183) -0.0082 (-0.7383) -0.0140 (-1.5655) 0.06

M1 0.0000 (0.1493) 0.0047 (0.7144) -0.0001 (-0.0093) -0.11

12th half-hour return

L1 0.0001 (1.1835) -0.0093 (-1.3883) 0.0050 (0.5527) 0.06

L2 0.0000 (1.0038) -0.0027 (-0.3930) 0.0036 (0.4338) -0.13

B1 0.0000 (0.8201) -0.0096 (-0.8781) -0.0010 (-0.1119) -0.08

B2 0.0001 (1.2040) -0.0117 (-0.9928) 0.0031 (0.2922) -0.04

M1 0.0001 (1.0658) -0.0055 (-0.7922) 0.0061 (0.7040) -0.05

Last half-hour return

L1 -0.0001 (-0.9945) 0.0274*** (4.1448) -0.0181 (-1.5949) 1.35

L2 -0.0000 (-0.2838) 0.0227** (3.1837) -0.0086 (-0.8755) 0.71

B1 -0.0000 (-0.2310) 0.0075 (0.6176) -0.0097 (-0.9079) -0.07

B2 -0.0000 (-0.6261) 0.0071 (0.6144) -0.0099 (-0.7517) -0.08

M1 -0.0001 (-0.9649) 0.0273*** (3.9754) -0.0194 (-1.7576) 1.33

Notes: This table reports the results of the equation ri,t = α + β1∆s1,t + β2∆si,t−1 + εt for
i={11,12,13}. Robust t-statistics are reported in parenthesis and superscripts ***, **, and *
indicate statistical significance at the 0.1%, 1% and 5% level, respectively. The sample period
is from January 1, 2012 to December 31, 2016 (1,258 observations).
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Table 8: Predictive regressions - Investor sentiment and lagged market return

α β1 β2 β3 β4 Adj-R2 (%)

Last half-hour return

L1
-0.0001

(-1.1662)
0.0274***
(3.4025)

0.0111
(0.5610)

0.1086
(1.2903)

0.0508
(1.1349)

2.13

L2
-0.0000

(-0.4378)
0.0216**
(2.6833)

0.0142
(0.7337)

0.1047
(1.2400)

0.0523
(1.1456)

1.68

B1
-0.0000

(-0.5873)
0.0052

(0.4468)
0.0248

(1.4088)
0.1051

(1.2392)
0.0392

(0.8589)
1.10

B2
-0.0000

(-0.7841)
0.0074

(0.6651)
0.0251

(1.4145)
0.1054

(1.2448)
0.0391

(0.8590)
1.12

M1
-0.0001

(-1.0671)
0.0269**
(3.2612)

0.0108
(0.5456)

0.1062
(1.2626)

0.0518
(1.1533)

2.04

Notes: This table reports the results of the equation r13,t = α+β1∆s1,t+β2r1,t+β3r12,t+β4r13,t−1+εt.
Robust t-statistics are reported in parenthesis and superscripts ***, **, and * indicate statistical
significance at the 0.1%, 1% and 5% level, respectively. The sample period is from January 1, 2012
to December 31, 2016 (1,258 observations).
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Table 9: Predictive regressions - News and no-news trading days

α β1 β2 β3 β4
Adj-R2

(%)
Obs.

NFP

Release
0.0000

(0.0185)
-0.0386

(-1.1573)
-0.0057

(-0.1732)
0.1353

(0.6669)
0.2164

(1.3349)
0.53 58

No Release
-0.0001

(-1.4401)
0.0310***
(3.6609)

0.0115
(0.5373)

0.1074
(1.2339)

0.0481
(1.0551)

2.39 1,200

MSCI

Release
0.0001

(0.7152)
0.0046

(0.1700)
0.0426

(1.6016)
-0.0840

(-0.5957)
0.2955**
(3.1112)

8.88 116

No Release
-0.0001

(-1.3211)
0.0282***
(3.3813)

0.0087
(0.4071)

0.1173
(1.3396)

0.0229
(0.4919)

2.13 1,142

FOMC Meetings

Release
-0.0001

(-0.6180)
0.0193

(1.0068)
0.0823*
(2.3597)

0.0168
(0.1069)

-0.1118
(-1.1740)

4.50 120

No Release
-0.0001

(-1.1176)
0.0302***
(3.4959)

0.0028
(0.1286)

0.1162
(1.2819)

0.0702
(1.4009)

2.33 1,138

NFP or MSCI or FOMC

Release
0.0001

(0.5122)
0.0127

(0.8540)
0.0234

(0.9985)
0.0019

(0.0157)
0.1092

(1.4222)
0.98 238

No Release
-0.0001

(-1.5408)
0.0334***
(3.5410)

0.0028
(0.1107)

0.1260
(1.2988)

0.0355
(0.6672)

2.53 993

Notes: This table reports the results of the equation r13,t = α+β1∆s1,t +β2r1,t +β3r12,t +β4r13,t−1 + εt
for days with (release) or without (no release) macroeconomic news announcements. Robust t-statistics
are reported in parenthesis and superscripts ***, **, and * indicate statistical significance at the 0.1%,
1% and 5% level, respectively. The sample period is from January 1, 2012 to December 31, 2016.
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Table 10: Predictive regression - Other ETFs.

US ETF α β1 β2 β3 β4 Adj-R2 (%)

SPY [S&P 500]
-0.0001

(-1.1662)
0.0274***
(3.4025)

0.0111
(0.5610)

0.1086
(1.2903)

0.0508
(1.1349)

2.13

DIA [Dow]
-0.0001*
(-1.8996)

0.0260***
(3.3277)

-0.0005
(-0.0290)

0.1303
(1.4043)

0.0441
(0.9877)

1.97

QQQ [NASDAQ]
-0.0001

(-0.8698)
0.0340***
(3.6179)

-0.0090
(-0.4489)

0.0544
(0.7179)

0.0289
(0.6330)

1.26

XLF [Finance]
-0.0000

(-0.7034)
0.0340***
(4.0151)

0.0110
(0.8614)

0.0939
(1.4558)

0.0287
(0.7112)

2.15

IYR [Real Estate]
0.0002**
(2.5444)

0.0321***
(4.1693)

0.0233*
(1.8391)

-0.0091
(-0.1106)

0.0534
(1.5668)

2.04

IWM [Small-Cap]
0.0001

(1.3709)
0.0236***
(2.6280)

0.0132
(1.0224)

-0.0009
(-0.0167)

0.0294
(0.9111)

0.76

Non-US ETF α β1 β2 β3 β4 Adj-R2 (%)

EEM [Emerging]
-0.0000

(-0.5131)
0.0215***
(2.8544)

-0.0009
(-0.0922)

0.0808
(1.2928)

0.0342
(0.8164)

0.95

FXI [China]
-0.0001

(-1.0609)
0.0223***
(2.7922)

-0.0101
(-1.6133)

-0.0109
(-0.1602)

0.0636*
(1.7049)

0.92

EFA [Non-US]
0.0000

(1.0330)
0.0127**
(2.1457)

-0.0016
(-0.2057)

0.0418
(0.7786)

-0.0109
(-0.2509)

0.24

VWO [Emerging]
-0.0001

(-1.2608)
0.0169**
(2.2976)

-0.0035
(-0.3749)

0.0790
(1.2339)

0.0447
(1.0145)

0.75

Non-Equity ETF α β1 β2 β3 β4 Adj-R2 (%)

TLT [Bond Market]
0.0001

(1.3886)
0.0020

(0.3879)
0.0238***
(3.4643)

0.0092
(0.2548)

-0.1601***
(-4.9402)

3.56

Notes: This table reports the results of the equation r13,t,x = α+ β1∆s1,t + β2r1,t,x + β3r12,t,x + β4r13,t−1,x + εt, where
x={SPY, QQQ, XLF, IWM, DIA, EEM, FXI, EFA, VWO, IYR, TLT}. Robust t-statistics are reported in parenthesis and
superscripts ***, **, and * indicate statistical significance at the 0.1%, 1% and 5% level, respectively. The sample period
is from January 1, 2012 to December 31, 2016 (1,258 observations).
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Table 11: Distribution of users’ self-reported investment approach, holding period and ex-
perience level

Users Messages

Number Percentage Number Percentage

Investment Approach

Technical 29,104 12.12% 13,177,530 22.11%

Fundamental 9,541 3.97% 3,936,066 6.60%

Global Macro 2,425 1.01% 872,404 1.46%

Momentum 13,533 5.64% 6,003,008 10.07%

Growth 13,111 5.46% 4,590,279 7.70%

Value 7,295 3.04% 3,346,318 5.61%

Holding Period

Day Trader 16,462 6.86% 6,046,038 10.14%

Swing Trader 29,956 12.48% 13,223,008 22.18%

Position Trader 15,514 6.46% 6,003,489 10.07%

Long-Term Investor 15,026 6.26% 6,344,566 10.64%

Experience Level

Novice 25,686 10.70% 5,260,787 8.83%

Intermediate 36,082 15.03% 14,499,167 24.32%

Professional 14,619 6.09% 11,779,219 19.76%

Notes: This table reports the distribution of users’ self-reported investment approach,
holding period and experience level. Percentage is calculated as the number of users (or
messages) who self-reported a given trading strategy in their profile divided by the total
number of users (or messages) in the sample.
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Table 13: Predictive regression - Investor sentiment by investment approach, holding period
and experience level.

Investment Approach [1] [2] [3] [4] [5]

r1,t
0.0156

(0.7946)
0.0248

(1.3942)
0.0226

(1.2225)
0.0210

(1.1514)
0.0239

(1.3368)

r12,t
0.1065

(1.2613)
0.1039

(1.2259)
0.1051

(1.2462)
0.1030

(1.2275)
0.1032

(1.2317)

∆s1,t,technical
0.0217*
(2.5564)

∆s1,t,fundamental
0.0037

(0.4132)

∆s1,t,momentum
0.0163

(1.3456)

∆s1,t,growth
0.0212*
(2.1436)

∆s1,t,value
0.0210*
(2.1051)

Adj-R2(%) 1.65 1.03 1.19 1.38 1.44

Holding Period [1] [2] [3] [4]

r1,t
0.0233

(1.2949)
0.0195

(1.0120)
0.0208

(1.1219)
0.0240

(1.3328)

r12,t
0.1034

(1.2256)
0.1055

(1.2486)
0.1012

(1.2031)
0.1037

(1.2277)

∆s1,t,day
0.0154

(1.2547)

∆s1,t,swing
0.0178

(1.7557)

∆s1,t,position
0.0206*
(2.0494)

∆s1,t,long
0.0097

(1.1156)

Adj-R2 (%) 1.17 1.31 1.36 1.10

Experience Level [1] [2] [3]

r1,t
0.0194

(1.0796)
0.0186

(0.9882)
0.0194

(0.9950)

r12,t
0.1054

(1.2551)
0.1051

(1.2504)
0.1050

(1.2410)

∆s1,t,novice
0.0306**
(3.2360)

∆s1,t,intermediate
0.0243*
(2.2976)

∆s1,t,professional
0.0154

(1.7427)

Adj-R2 (%) 1.77 1.51 1.33

Notes: This table reports the results of the equation r13,t = α + β1∆s1,t,x + β2r1,t + β3r12,t + εt. As
the constant α is not significant in any regression, we do not report results for α for readability. Robust
t-statistics are reported in parenthesis and superscripts ***, **, and * indicate statistical significance at
the 0.1%, 1% and 5% level, respectively. The sample period is from January 1, 2012 to December 31, 2016
(1,258 observations).
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Table 15: Trading Strategy Performance

Strategy Mean (%) Std Dev (%)
Sharpe
Ratio

Sentiment-Driven Strategy 4.55 3.042 1.496***

Always Long Strategy -0.632 3.055 -0.207

First Half-Hour Strategy 1.66 3.054 0.544

12th Half-Hour Strategy 0.566 3.055 0.185

Random Top #1 2.702 3.051 0.886*

Random Top #2 2.479 3.051 0.813

Random Top #3 2.23 3.052 0.731

Random Top #4 2.066 3.053 0.677

Random Top #5 1.978 3.053 0.648

Random Median -0.334 3.055 -0.109

Random Worst #1 -3.669 3.047 -1.204**

Random Worst #2 -2.834 3.05 -0.929*

Random Worst #3 -2.599 3.051 -0.852

Random Worst #4 -2.593 3.051 -0.85

Random Worst #5 -2.583 3.051 -0.847

Notes: This table reports the annualized mean returns, standard deviations and
Sharpe ratios of trading strategies relying on different signals to buy (sell) S&P
500 ETF index at 3:30 p.m. on day t and sell (buy) it at market close on the
same trading day. Superscripts ***, **, and * indicate statistical significance at
the 0.1%, 1% and 5% level, respectively.
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Table 16: Classification accuracy - TD-IDF and relative word count weighting scheme

Classifier CC CCbull CCbear CM CMbull CMbear

L1 (TF-IDF) 74.53% 73.82% 75.23% 89.96% 89.31% 90.61%

L1 (Word Count) 74.62% 73.98% 75.24% 90.03% 89.32% 90.73%

Notes: This tables shows the out-of-sample classification accuracy when terms’ weight are computed
using a relative word count weighting scheme or a TF-IDF weighting scheme. We also present results
from a simple relative word count weighting scheme (as used in the paper). We report the percentage
of correct classification excluding unclassified messages CC, the percentage of correct classification
per class (respectively CCbull and CCbear), the percentage of classified messages CM (message with
a sentiment score different from zero) and the percentage of classified messages per class (CMbull and
CMbear).

Table 17: Predictive regressions - Investor sentiment and half-hour market return

α β1 β2 AdjR2 (%)

L1 (TF-IDF)
-0.0001

(-1.3099)
0.0316***
(3.9785)

-0.0083
(-0.6618)

1.36

L1 (Word Count)
-0.0001

(-1.4169)
0.0312***
(4.1339)

-0.0087
(-0.6879)

1.44

Notes: This table reports the results of the equation r13,t = α + β1∆s1,t + β2∆s12,t + εt
when the change in investor sentiment is computed using a relative word count weighting
scheme or a TF-IDF weighting scheme. Robust t-statistics are reported in parenthesis and
superscripts ***, **, and * indicate statistical significance at the 0.1%, 1% and 5% level,
respectively. The sample period is from January 1, 2012 to December 31, 2016 (1,258
observations).
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